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Context

• Teaching Computational Mathematics is increasingly important
(Data Science, Visualization, Machine Learning, . . .)

• This is difficult because computational mathematics involves
several things at once: mathematics, programming, complexity,
and numerical stability, because of the compromises needed for
efficiency.

• Incorporating new things means removing old things because
we have only finite time to teach, and the students are learning
other things as well.

• Active Learning is by now recognized as being by far the most
effective way to learn.
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Isn’t technology taken into account already?

No, at least not everywhere.

There have been arguments for at least fifty years about this. Maybe
the best paper on the subject is Bruno Buchberger’s 1990 paper
“Should Students Learn Integration Rules?” [Link] where he
summarizes a resolution of previous fierce discussions with
colleagues into what is known now as the “White Box/Black Box
Principle”. [I will give details shortly.]

But not everyone knows this. Let’s look first at some recent bad
examples (from my own University)
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A question from a 1st-year calculus exam, Western 2022

The exam is online at studocu.com; this is the first question I looked
at.

“Which of the following statements most accurately describes the
improper integral

∫∞
x=1

1
x(2x+1) dx:

a) divergent
b) convergent to ln(1/3)
c) convergent to ln(2/3)
d) convergent to ln(3)
e) convergent to 3 ln(3)”

Narrator: all the given choices are wrong. Both Maple and SymPy
give the correct answer of ln(3/2). Every instructor in the audience
will know what a headache this kind of blunder can cause.
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It’s actually a bad question for another reason too

Partial fractions gives
1

(2x+ 1)x =
1
x − 1

x+ 1
2

which splits the convergent integral into two divergent ones. Some
students won’t notice and will blithely compute∫ ∞

x=1

dx
(2x+ 1)x =

∫ ∞

x=1

dx
x −

∫ ∞

x=1

dx
x+ 1

2

= ln x|∞x=1 − ln(x+ 1
2 )
∣∣∣∣∞
x=1

= ∞− 0−∞+ ln
3
2

= ln
3
2

which is (almost accidentally) correct. But since it’s multiple choice,
the incorrect subtraction∞−∞ = 0 won’t get noticed.

5



Another question from the same exam

“Show that ∫ ∞

x=0
e−ax sin(x)dx = 1

1+ a2

if a > 0.”

This is a familiar sort of question. It could be asking for the use of a
convergence test, and the standard two-step integration by parts. It
is the “T” case from the LIATE rule, if you know that rule.
(Logarithmic, Inverse trig, Algebraic, Trigonometric, Exponential:
which to choose as u in

∫
udv = uv−

∫
vdu)
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Maple’s answer (if we don’t ask the right way)

> integrate( exp(-a*x)*sin(x), x=0..infinity );

lim
x→∞

(
−a e−ax sin(x) + e−ax cos(x)− 1

a2 + 1

)

That doesn’t seem helpful. It doesn’t look like an answer.
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SymPy’s answer

I skip some setup with SymPy, importing things and defining x as a
symbol.

f = exp(-a*x)*sin(x)
integrate( f, (x, 0, oo) ){

1
a2+1 for |arg (a)| < π

2∫∞
0 e−ax sin (x)dx otherwise

Hmm. Will first year students know what “arg” means? Luckily, we
can guess, and this reminds us that we didn’t tell either Maple or
SymPy that a > 0. [And the second answer, that’s weird, isn’t it?]
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Assumptions in Maple or SymPy

To tell Maple that a > 0 we can issue the command

>int(exp(-a*x)*sin(x),x=0..infinity) assuming a>0;
in which case it returns 1/(1+ a2) as expected.

In SymPy, we can add the attribute positive=True to the
declaration of a as a symbol:

a = symbols('a', positive=True )
Again if we do this, the integration command then returns 1/(1+ a2)
as expected.
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Reflections

• A student quotation: “What good does [the technology] do? I
mean, I liked plug-and-chug. Now I have to think about what the
answer means!” (activity is pleasant)

• The problem of case dissection [link] is hard; there can be a
combinatorial explosion of cases. The program needs the user
to tell it about the assumptions on the variables.

• Using technology requires training. (Neither of those syntaxes
was obvious to me before I learned them)

• We need to re-think our exam questions in the light of student
needs, which have changed with the changing environment.

The case of calculus is discussed in more detail in my 2004 paper
Computer-Mediated Thinking [link].
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Is technology disheartening?

Figure 1: Hard to compete with a machine
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Rethinking that integration question

The question was:

“Show that ∫ ∞

x=0
e−ax sin(x)dx = 1

1+ a2

if a > 0.”

What could we be wanting to test, here?

1. The two-step integration by parts process (but, why?)
2. How to compare integrals to test for convergence (but, why?)
3. Laplace Transform (but, why?)
4. Can they write their answer using full, grammatical sentences (a
mini-essay)? (I like this one)
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Better questions?

a) to formulate this integral from an applied problem (Can test
their writing skills this way)

b) how to use Maple or SymPy to evaluate this integral

(But then we have to test them on their CAS knowledge somehow)
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Let’s look at Linear Algebra

Again let’s trawl the web. We find the following question from a 2022
Math 1600 exam at Western (no calculators or cell phones allowed):

Find the inverse of the matrix

A =

 2 1 0
1 0 −1
0 1 1

 . (1)

This question is obsolete in at least two ways. First, “nearly anything
that can be done with the matrix inverse can be done without it.”
Second, who inverts 3 by 3 matrices by hand nowadays?

Maybe a better question: Does this matrix factor A = LU without
pivoting? [can’t tell without doing it] Matrix factorings are far more
useful than matrix inverses.
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Linear Algebra I

“Linear algebra is the first course where the student encoun-
ters algebra, analysis, and geometry all at once together.”

—William (Velvel) Kahan,
to RMC at the 4th SIAM Linear Algebra Conference in Minneapolis 1991

See Kahan’s paper Mathematics Written in Sand [Link] for an early
and prescient view of the use of computational environments as
“computational laboratories.”

He envisaged the student as being an active explorer.
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Challenges from IEEE floats

• “Admit, for instance, the existence of a minimum magnitude, and
you will find that the minimum which you have introduced,
small as it is, causes the greatest truths of mathematics to
totter.” — Aristotle

• Floats are not associative: a+ (b+ c) ̸= (a+ b) + c necessarily.
For instance −M+ (M+ 1) = 0 while (−M+M) + 1 = 1 if
M = 3.14 · 1017.

• This (and other features) break students’ models of how the
world works.

• We have to enable students to deal with floats.

16



Some topics only make sense in a floating-point context

My “most popular” YouTube video is on Modified Gram-Schmidt [Link]

This topic has hardly any importance, except that it (unlike Classical
Gram Schmidt) is fairly stable numerically.
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Buchberger’s White Box/Black Box

In his 1990 paper Buchberger outlines the White Box/Black Box
principle for teaching mathematics in a mechanized environment.

• When learning a particular concept the 1st time, say
determinant, the student is not allowed to use the
Determinant routine

• When using the concept in learning more advanced things (eg
Cramer’s Rule) they are allowed to use it

• Why? People need a certain amount of human action to
internalize a concept

• At that point we say the concept has become an answer and not
a question

Sometimes the rule can be broken profitably; one can use Black Box
for a while, then open up the box and see what’s inside it.

Again, Buchberger is thinking of the student as being active.
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We have already changed

Because of Wolfram Alpha [Link] homework assignments already
have to be different. Then there’s Chegg and MathOverflow and
Maple Primes and many more. This puts more weight on exams. I am
not even going to talk about ChatGPT!

Examining with technology is more stressful for the student. We have
had lab equipment failures, software failures, and lots more. It’s
harder to invigilate, too.

But going the no-technology route requires banning cell phones
(illegal in some countries). And limits the kind of question you can
ask.
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A possibly better exam question

Figure 2: Question: Wolfram Alpha gives the output above. Is it correct?
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Mandelbrot polynomials and Automatic Differentiation

function [p,dp]=mandelpoly(z,k)
% MANDELPOLY evaluates the k^th Mandelbrot polynomial
% and its derivative at one or more points.
% The k^th polynomial has degree 2^(k-1)-1

% Author PWL 2014.4.28 Modified RMC 2020.2.27
dp = zeros(size(z));
p = zeros(size(z));
for i=1:k-1

dp = p.^2+2*z.*p.*dp;
p = z.*p.^2+1;

end
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The sixth iterate, p6(x), for real x

Figure 3: Graph of p6(x) and its derivative (blue) p′6(x) where p0(x) = 0 and
pn+1(x) = xp2n(x) + 1.
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Automatic Differentiation

Automatic Differentiation (also known as Program Differentiation) is
important in industry and science. It’s also a good topic to teach
with, because it is quite rich (connection to dynamical systems, to
complexity, to matrices, . . . ).
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Mathematical Notions Strengthened by Programming

Several mathematical notions are strengthened by these exercises.

• One can use mathematical induction to prove correctness of the
automatic differentiation of the Mandelbrot polynomials

• The analysis of IEEE floats uses the IEEE guarantees
(fl(x op y) = (x op y)(1+ δ) for some |δ| ≤ u where u is the unit
roundoff, 2−53 for double precision)

• Practice with functions is always useful
• Simply working with visualizations improves people’s feel for
geometry.
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Unintentional Power

Tampering with the Calculus course and the first Linear Algebra
course will have significant downstream effects. Who will benefit
from the changes? Will anyone be harmed? And do we really have to
change?

Old-fashioned lecturing Calculus and Linear Algebra teaches
students:

• To sit still for 50 minutes
• To take notes (gives practice writing or typing)
• Many other things (maybe gives them practice in arithmetic,
logic, or algebra)
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But the Big Ideas can be taught better with technology

• Functions
• Continuity (Carathéodory uses this to define differentiability)
• Limits and Convergence
• Reductionism

∫ b

a
f(x)dx = lim

?

N∑
k=1

f(xk)∆xk

where the limit is over various allowable partitions.

“Break the varying problem up into parts so small that on each of
them the simple constant-coefficient law holds.”
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Differential equations (might not get time for this!)

I will “pick on” a book, this time, one that I reviewed thirty years ago:
Abell & Braselton’s Differential Equations with Maple. [Link to my
review]. I was, shall we say, blunter with my words when I was
younger: “The authors failed to take advantage of their
opportunities.”
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Continued

Some of the opportunities they missed:

• Talking about modelling with differential equations
• Visualization with explanation and commentary
• Activity and Interactivity
• Verification of their results (there were too many mistakes)
• Exploration of nonuniqueness of solutions, of asymptotic
behaviour, of geometric features and properties

• the opportunity to throw away a topic, namely power series
solutions

How I think it should be done (a whole other one hour talk):

Variations on a Theme of Euler [Link]

Following up on that symbolically [Link]

All they did really was take a standard approach and graft Maple
onto it. 28
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Throw away a topic??

Poll: When was the last time you solved a differential equation in
series, by hand (maybe using the method of Frobenius)?

What pedagogical value does teaching students this method have?

Possible answers: Analytic continuation (to explain numerical
methods); Existence and uniqueness theorems. Others? Okay, it’s
something they can do, and be active with. But why?

On the other hand, if that topic is not removed, what else will be
removed, in order to make room for numerical methods and training
in their use? Or symbolic methods, come to that?
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In Summary

• The environment in which our students use mathematics has
changed

• The mathematics we teach must change with that
• Not only the methods we use to teach mathematics (videos
seem extraordinarily popular) but also the topics must change

• Students need active training in the responsible use of
technology

• That means we have to keep up with the technology
• The reactionaries are winning in some places now, but they
should not be allowed to win overall
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Thank you

Thank you for listening!

This work was partially supported by NSERC grant RGPIN-2020-06438,
and partially supported by the grant PID2020-113192GB-I00
(Mathematical Visualization: Foundations, Algorithms and
Applications) from the Spanish MICINN. I also thank CUNEF
Universidad for financial support.
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